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Abstract—Handwritten Alphanumeric Character Recognition is
one of the significant areas of exploration and development with
a streaming number of possibilities that could be attained. The
applications of alphanumeric character recognition include postal
correspondence sorting, bank cheque processing, form data entry,
etc. In most of the applications, major challenge lies in copying
the contents from original file where the content may be in a non-
editable format. The heart of the project lies within the ability
to develop an efficient algorithm that can recognize handwritten
alphanumeric characters which are submitted by users, which
may vary in their font styles and font sizes. In order to implement
this, we used EMNIST Balanced Character Dataset to train the
Machine Learning model using Deep Learning. Flask is used for
API and user interface. The goal is to deploy whole system on
Jetson Nano Developer Kit with an optimal solution and the best
accuracy which is 87%.

Index Terms—Handwritten Alphanumeric Character Recogni-
tion, Character Image Processing, Deep Learning, Artificial
Intelligence, Jetson Nano Development Kit

I. INTRODUCTION

Handwritten Alphanumeric Character Recognition is the pro-
cess of recognizing handwritten characters and converting
them into machine-readable format. The task of recognizing
handwritten characters is a challenging task because of the
variability in handwriting styles. The emergence of deep
learning and computer vision technologies has made this task
possible with high accuracy. In this paper, we present a system
for Handwritten Alphanumeric Character Recognition using
Jetson Nano.

Handwritten Alphanumeric Character Recognition is an impor-
tant research area of pattern recognition, and it has been used
widely in applications which include: license plate number,
library call number recognition in the present digital world.
To build a website deployed on Jetson Nano Development

Fig. 1. Broad Classification of Recognition Systems

Fig. 2. Front and Rear view of Jetson Nano Development Kit

Kit for high GPU processing, allows the user to write the
character/digit on the Graphical User Interface, which is used
to recognize by the machine learning model and predicts the
output at a better accuracy rate. The problems such as the
recognition of handwritten characters, which may be written
in different styles when recognized, can make the job of
the human easier. Alphanumeric expression recognition using
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machines has become a subject of serious research.
Handwritten Digit Recognition is the capacity of a computer
to interpret the manually written digits and alphabets from
various sources like messages, bank cheques, papers, pictures,
and so forth, and in several situations for web-based handwrit-
ing recognition on PC tablets, identifying number plates of
vehicles, handling bank cheques, digits entered in any forms,
etc.
When it comes to the case of working with the machine
learning model or neural network model with images, it takes
much time for loading, analyses, and training a model. Gen-
erally, personal computers do not support high processing and
consumed more power. Instead of traditional methods to work
with the computer GPU, we can work on embedded systems
(IoT devices) that have the capability of high processing with
low power consumption. Hence, we had chosen NVIDIA
Jetson Nano Development Kit.
It is an all in an easy-to-use platform that runs in as little as
5 watts. We use Jetson Nano to run neural network models
for key applications like Image Classification, Alphanumeric
Character Recognition etc.

II. RELATED WORK

A related work in the field of Handwritten Alphanumeric
Character Recognition using Jetson Nano is discussed in this
section.

[1] “Handwriting Numerals Recognition Using Convolu-
tional Neural Network Implemented on NVIDIA’s Jetson
Nano”[1] by Huan Chen, Songyan Liu, Haining Zhang,
Wang Cheng. Convolutional Neural Network (CNN) with
RMSProp optimizer algorithm and Adam optimizer al-
gorithm.The experiment is implemented on NVIDIA’s
Jetson Nano platform, where we compare the perfor-
mance of CNN models with two different optimizer
algorithms.The training accuracy is 98.25%.

[2] “Handwritten Text Recognition” by G. Louloudis et al.
This survey paper provides an overview of various tech-
niques and approaches in handwritten text recognition.
It covers both online and offline recognition methods,
including deep learning-based approaches.

[3] ”Handwritten Character Recognition Using Recurrent
Neural Networks” by Alex Graves et al. This paper
explores the use of recurrent neural networks (RNNs)
for handwritten character recognition. The authors intro-
duced a novel architecture called the Long Short-Term
Memory (LSTM) network, which has shown excellent
performance in sequence modeling tasks.

[4] ”IAM Handwriting Database” by U. Marti and H. Bunke
: This database contains handwritten English text samples
collected from various sources. It has been widely used
for research in handwriting recognition, including the
recognition of complete words or sentences.

[5] “Scrutinization of Urdu Handwritten Text Recognition
with Machine Learning Approach”[2] by Dhuha Rashid
Naveen Kumar Gondhi works on urdu .This paper is
work done for Urdu handwritten text recognition using
optical character recognition techniques. This research
can also be used to compare the accuracy rates of various
algorithms across multiple datasets

[6] Tanuja Kumari, Yatharth Vardan, Prashant Giridhar
Shambharkar, Yash Gandhi , “Comparative Study on
Handwritten Digit Recognition Classifier Using CNN and
Machine Learning Algorithms”[3]. The objective of this
paper is to use Convolutional Neural Networks (CNN), K-
Nearest Neighbor, and Support Vector Machine to recog-
nize isolated handwritten digits. After implementing and
training the models on the same dataset and comparing
the results obtained for three different models, the results
show that CNN is the most optimal machine learning
technique to classify handwritten digits with an accuracy
of 99.59 percent.

[7] Handwritten Character Recognition Using Deep Learn-
ing (Convolutional Neural Network) 2023 by Sivakumar
Venkataraman, Asherl Bwatiramba. The purpose of the
research is to work with convolutional neural networks
(CNNs) for Handwriting Recognition. It was found that
a Convolutional Neural Networks combined with Simple
Neural Network (SNN) helped in operating of well-
tuned hardware with GPU. It’s adequate training data
can recognize numbers with an accuracy of up to 98.7
percent.

III. PROPOSED METHODOLOGY

The proposed methodology for Handwritten Character
Recognition using Jetson Nano includes the steps mentioned
below.
This can be broadly classified into three major categories,
namely:
1. Jetson Nano Development Kit Setup
2. Model Development
3. Integraton and Deployment of the model on Jetson Nano

Jetson Nano Development Kit Setup: Jetson Nano is a sin-
gle board computer with high performing GPU’s developed by
NVIDIA suitable in applications using Artificial Intelligence,
Machine Learning, Robotics etc. will be used. Figure 1. shows
the outline of Jetson Nano Developer Kit. The setup involves
flashing Jetson Nano image on to the SD card through Balena
Etcher. Figure 2. shows the flashing of Jetson Nano image on
SD Card using Balena Etcher.

1) Data Acquisition:: Internet has abundant resources to
gather datasets and there are multiple types of datasets. The
dataset chosen for this usecase is the EMNIST Balanced
Charater Dataset which consists of equal number of alphabets
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Fig. 3. Flashing into NVIDIA Drivers using Balena Etcher

Fig. 4. Steps involved in training and build the model

and digits.

2) Preprocessing:: Preprocessing is a required stage, as it
helps in improving accuracy in order to provide valid and
better results. This involves; Data cleaning which is done to
remove inconsistent data, outliers, null values etc from the
dataset. It improves the accuracy of the data by reducing
errors in the data. It also involves techniques such as data
transformation, integration and reduction.

3) Feature Extraction:: Input data is transferred to a set
of features from the pixels obtained from the characters.
Dimensionality reduction is a part of feature extraction which
ensures that the large data is reduced into the required form.
In order to extract relevant features from the images, such as
shape or size etc.
Model Development: Deep learning model Keras is used to
develop the model. Keras is a Convolutional Neural Network
API which is a part of TensorFlow. TensorFlow and Keras
utilizing CUDA and cuDNN libraries, can leverage the

computational power of GPUs to accelerate the training and
inference processes of deep learning models to speed up deep
learning models.
Training: The EMNIST Balanced Dataset is splitted into
train and test datasets. During the training process, the model
undergoes both forward and backward propagation iterations
for the specified number of epochs. The forward propagation
involves passing the training data through the model’s layers,
making predictions based on the current weights and biases.
The predicted outputs are then compared to the actual
labels using the specified loss function, such as the Sparse
Categorical Cross Entropy.
After the forward propagation, the model performs backward
propagation to compute the gradients of the loss with respect
to the model’s weights and biases. These gradients indicate
the direction and magnitude of weight updates required to
minimize the loss. The optimizer, in this case, the Adam
optimizer, utilizes these gradients to update the model’s
parameters and adjust the weights accordingly. This process
happens iteratively. The Optimizer and the algorithm used is
ADAM.
Evaluation: Once the model has been trained, evaluation
is performed. This evaluation involves applying the trained
model to the test dataset. The test dataset contains examples
that were not used during the model training process. Model
Prediction is a part of the evaluation where the trained
model is used to make predictions on the test dataset. The
model takes the input examples from the test dataset and
performs forward propagation to generate predictions or
classifications. Various metrics are calculated to evaluate the
model’s performance alike accuracy, precision etc. These
metrics provide quantitative measures of how well the model
performs on the test dataset.
Integration and Deployment of the model on Jetson
Nano: The trained model is then deployed on Jetson Nano
Development Kit. Figure . shows the integration of trained
model into jetson Nano.

Fig. 5. Architecture of Handwritten Alphanumeric Character Recognition
using Jetson Nano
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IV. EXPERIMENTAL RESULTS

The experimental results obtained from the study on ”Hand-
written Alphanumeric Character Recognition using Jetson
Nano” are presented and analyzed in this section.
The following are the results observed: Train the dataset,
EMNIST Balanced Character Dataset. Set up the main route
for the Flask Web Application. Now, Compile and Load the
model which was trained previously. The trained model post
integration with Jetson Nano Development Kit, which uses
ADAM Algorithm provides the output as shown in the below
graphs:

Fig. 6. Epoch values after training the model

The character is drawn on the editable space on the web
application. Now, the following process happens:
A Flask route is defined which accepts HTTP POST requests.
It retrieves the image data submitted from the client-side.
Specifically, it gets the base64 encoded image data.
Then the encoded image is decoded using the ‘base64‘ and
‘numpy‘ libraries. It first splits the base64 encoded data string
to extract the actual image data, which is then decoded using
the ‘base64‘ library.
The input image is first converted to grayscale. Then, the
image is resized to a 28x28 pixel image. After resizing, the
image is normalized by dividing each pixel value by 255.0.

Finally, the preprocessed image is used to obtain the predicted
class probabilities for each of the 62 classes (digits, uppercase
letters, and lowercase letters). The predicted class probabilities
are returned as a NumPy array.
Then the character recognition task is performed by predicting
the character drawn on the canvas image. The predicted
character and its probability are stored.
To do the prediction, the input image needs to be preprocessed
first. This is done by converting the color image to grayscale.
The grayscale image is then resized to (28,28) pixels, as this
is the size expected by the EMNIST model.

Fig. 7. Characters and digits in Trained Dataset

Next, the image is normalized by dividing each pixel value by
255.0 to scale it between 0 and 1. Finally, the image is fed as
input to the EMNIST model.
The model predicts the probability of the digit and displays
the closest and highest probability character on the screen and
it’s probability.
Finally, the trained model generates a good accuracy which is
86.857%.

V. CONCLUSION

This paper achieved the recognition of Handwritten Alphanu-
meric Characters based on the concept of deployment of ML
model on Jetson Nano. This project Alphanumeric Character
Recognition is deployed on Jetson Nano which supports inte-
gration and working with the machine learning model using
Deep Learning methodologies like using PyTorch framework,
runs multiple neural networks parallelly help high-resolution
sensors flask is for making API calls and user interface, to
provide convenience for the users to convert the non-editable
handwritten characters or digits into an editable format project
can be used. This system involves three crucial steps - Pre-
processing, Feature Extraction, and Classification. The project
development follows four modules – NVIDIA Jetson Nano,
Implementation of Machine Learning Algorithms, User Inter-
face and Integration.
The Web Application is designed in such a way that the user
will be provided an Interface where they can write a character
or a digit using their free hand. The saved Machine Learning
model is loaded again. It then classifies if the given input is a
digit or an alphabet and predicts the output on recognizing the
Handwritten Character as either an Alphabet or a numerical
Digit. This method can be embedded into varied applications
like library call numbers or license plates and can use in
handwriting Character Recognition. So it has good practical
value.
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