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Abstract: The paper proposes a scalable ensemble 
approach for forecasting the electricity consumption of 
households. SVM (support vector machine) based 
approach is a combination of different machine learning 
models, including linear regression, decision trees, and 
random forests, to improve the accuracy of the forecasts. 
The study was conducted using real-world data from 
households in the Netherlands, and the results show that 
the proposed approach outperforms traditional single-
model approaches and achieves better accuracy in 
electricity consumption forecasting. The approach is 
scalable and can be applied to large datasets, making it 
suitable for use in real-world applications. SVM (Support 
vector machine) is a machine learning algorithm for load 
forecasting Long-term individual household forecasting 
may be used in a variety of applications, such as 
determining customer advance payments. Yet, there is a 
scarcity of literature on this form of forecasting current 
approaches either focus on short-term projections for 
individual families or long-term predictions at an 
aggregated level. To remedy this void, we describe a 
strategy that forecasts each monthly consumption over 
the future year using only a few months of consumption 
data from the current year. Utility providers may use this 
strategy to forecast any customer's use for the coming 
year even with limited data. Future forecasting of power 
consumption of linear regression for power consumption 
of data. Linear regression algorithm is implemented for 
future forecasting of data. 

Keywords: Forecasting, Machine learning, SVM, 
Linear regression, Households appliances, Electricity 
consumption.  

I. INTRODUCTION  
Provides background information on the importance of 

accurate electricity consumption forecasting and the 
challenges involved in achieving this. The introduction also 
highlights the need for a scalable and accurate approach to 
electricity consumption forecasting, particularly for 
households. The accurate electricity consumption forecasting 

is essential for ensuring a stable and efficient electricity 
supply, and for enabling the integration of renewable energy 
sources into the grid. However, forecasting electricity 
consumption can be challenging, particularly for households, 
due to the complexity and variability of household energy use 
patterns. To address these challenges, the paper proposes a 
scalable ensemble approach for forecasting the electricity 
consumption of households. The approach combines multiple 
machine learning models, including linear regression, 
decision trees, and random forests, to improve the accuracy of 
the forecasts. The approach is scalable and can be applied to 
large datasets, making it suitable for use in real-world 
applications. Electricity forecasting has been researched for 
many years and continues to be a critical endeavour. Domestic 
smart metre deployment permits the collecting of 
consumption data from individual residences. One way this 
data might be utilised to produce value is through electricity 
forecasting. Precise power consumption forecast is important 
for a variety of applications such as determining customers' 
advance payments, assisting day-to-day grid operations, and 
strategic planning of energy system extensions. 

Greenhouse gases (GHG) emissions will hold steady or 
might even increase in developed countries if effective 
reduction of energy consumption will not be taken (Lomas, 
2010), contrary to policy goals aiming a transition towards 
low carbon economies. The need for energy consumption 
reduction is also linked to energy supply security and 
affordability, and climate change strategies. Therefore, 
increased search for energy efficiency, greenhouse gases 
emissions reduction and increased share of renewable energy 
sources, as established in the new European Union goals by 
2030 (EC, 2014) requires more decisive action Given the rise 
of smart electricity meters and the wide adoption of electricity 
generation technology like solar panels, there is a wealth of 
electricity usage data available. 

This data represents a multivariate time series of power-
related variables that in turn could be used to model and even 
forecast future electricity consumption. Machine learning 
algorithms predict a single value and cannot be used directly 
for multi-step forecasting. Two strategies that can be used to 
make multi-step forecasts with machine learning algorithms 
are the recursive and the direct methods. 
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SMART METER  

Smart meters are advanced digital devices that are capable 
of measuring and recording electricity consumption data in 
real-time. Smart meters can be used to forecast the electricity 
consumption of households by analyzing patterns and trends 
in the data. 

Smart meters can provide highly granular and detailed data 
on electricity consumption, which can be used to improve the 
accuracy of electricity consumption forecasting models. By 
analyzing the data collected by smart meters, machine 
learning models can identify patterns in household energy 
consumption, such as daily and weekly usage trends, and 
adjust forecasts accordingly. 

LONG-TERM LOAD FORECASTING 

Long-term load forecasting is an important component of 
forecasting the electricity consumption of households. Long-
term load forecasting is the process of predicting electricity 
consumption trends over a period of several years, typically 
ranging from five to twenty years. Here are some methods that 
can be used for long-term load forecasting: 

• Trend Analysis: Trend analysis involves identifying 
and analysing historical trends in electricity consumption data 
to forecast future consumption. This method relies on the 
assumption that historical patterns in electricity consumption 
will continue into the future. 

• Econometric Modelling: Econometric modelling 
involves analysing the relationship between electricity 
consumption and economic factors such as GDP, population 
growth, and income levels. This approach is based on the 
assumption that changes in economic factors will influence 
electricity consumption patterns. 

• Simulation Models: Simulation models involve 
building models of the electricity grid and simulating future 
electricity consumption based on scenarios such as changes in 
technology, population growth, and policy changes. This 
approach is useful for long-term planning and can help to 
identify potential issues or bottlenecks in the electricity grid. 

• Machine Learning: Machine learning algorithms 
such as Artificial Neural Networks (ANNs) can be used for 
long-term load forecasting. These algorithms can learn 
complex patterns in electricity consumption data and can 
make accurate predictions over long time horizons. 

• Hybrid Models: Hybrid models can be used to 
combine the strengths of multiple approaches to improve the 
accuracy of long-term load forecasting. For example, an 
econometric model can be combined with a simulation model 
to forecast electricity consumption based on both economic 
factors and changes in the electricity grid. 

 

II. RELATED WORK 
[1]Understanding households’ energy needs is an 

important matter in the fight against energy poverty. The 
studies carried out so far in Spain have analyzed the domestic 
electricity demand, but most of them have not validated it with 
field investigations, and there is no work specifically for 
vulnerable house- holds. Thus, the study reported in this paper 
proposes a bottom- up model to characterize Spanish 
residential electricity consumption and applies it to an NGO’s 

households-database. This versatile model considers typical 
electrical appliances and key household parameters, i.e. 
dwelling and household size, to estimate the theoretical 
consumption required to meet Spanish- households’ 
electricity needs. On average, the modelled consumption is 
moderately higher than the actual electricity consumption of 
the households’ sample considered. This difference increases 
when considering only the households visited by the NGO, 
which confirms their vulnerability condition.[2] In predicting 
electricity consumption, deep learning models based on 
various neural network architectures are widely used. Since 
many factors affect electricity consumption in reality, it is 
difficult to deal with statistical approaches, while deep 
learning models can be trained using enough data in practice. 
In this paper, we analyze the characteristics of the electricity 
consumption data according to the contract type and measure 
the performance of the future electricity consumption 
prediction by applying the deep learning model. The 
experimental data show different trends according to the 
contract types, and it is expected that these differences may 
affect the learning performance of prediction models. Through 
the experiment, we check the difference of performance 
depends on the complexity and configuration of models by 
contract types.[3] Demand forecasting is a crucial component 
of supply chain management for revenue optimization and 
inventory planning. Traditional time series forecasting 
methods, however, have resulted in small models with limited 
expressive power because they have difficulty in scaling their 
model size up while maintaining high accuracy. In this paper, 
we propose Forecasting orchestra (Forchestra), a simple but 
powerful ensemble framework capable of accurately 
predicting future demand for a diverse range of items. 
Forchestra consists of two parts: 1) base predictors and 2) a 
neural conductor. For a given time series, each base predictor 
outputs its respective forecast based on historical 
observations. On top of the base predictors, the neural 
conductor adaptively assigns the importance weight for each 
predictor by looking at the representation vector provided by 
a representation module. Finally, Forchestra aggregates the 
predictions by the weights and constructs a final prediction. In 
contrast to previous ensemble approaches, the neural 
conductor and all base predictors of Forchestra are trained in 
an end-to-end manner; this allows each base predictor to 
modify its reaction to different inputs, while supporting other 
predictors and constructing a final prediction jointly. We 
empirically show that the model size is scalable to up to 0.8 
billion parameters ( ≈ 400-layer LSTM). The proposed 
method is evaluated on our proprietary E-Commerce (100K) 
and the public M5(30K) datasets, and it outperforms existing 
forecasting models with a significant margin.[4] This paper 
proposes a method to assess the active population in 
households based on the fine-grained electricity consumption 
data from Non-Intrusive Load Monitoring (NILM) devices. 
Firstly, a feasibility study on assessing household active 
population using fine-gained data was carried out. Various 
indices were then designed to evaluate active population. At 
last, an evaluation method was proposed in accordance with 
the proposed indices. The proposed method was applied to the 
measurement result of population quantity of each resident 
user. Through the method proposed in this paper, the data of 
household active population can be obtained, which can 
provide data support for the customer-oriented service of 
power grid and development of energy strategy for 
authorities.[5] The spread of smart home technologies not 
only brings convenience but also creates various security and 
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privacy concerns among users. Electricity consumption data 
collected by smart meters is one of the sources of these 
concerns. The electricity consumption of the appliances 
working at home made it possible to have information about 
the private life of the household. This study is aimed to reveal 
a classification model by using the electricity consumption 
data obtained as a result of the study conducted in Ireland and 
the results of the survey study conducted with the households. 
While the first method in the study aims to access information 
about private life directly with electricity consumption data, 
the second method uses the predictions of one private 
information to improve the results of the prediction of another 
related information. As a result, it has been concluded that 
electricity consumption data can be used in the process of 
obtaining information about private life, and that the use of 
relationship between two information leads to an 
improvement in model performance. This study shows one of 
the obstacles that may occur in the spread of smart houses and 
has prepared the environment for studies that can be done on 
the subject of solution.[6] The demand for electricity power 
consumption (PC) is growing lots due to the upward thrust of 
hardware and the development of the population. Hence it is 
mandatory to predict energy to enhance its management and 
co-operation among the energy utilized in a construction and 
the power grid. There is a problem for predicting the Energy 
Consumption Prediction (ECP) due to tremendous problems 
like climate conditions and the effective behaviour of tenants. 
We present a keen crossover approach that joins 
Convolutional Neural Network (CNN) with Gated Recurrent 
Unit (GRU) method which is a Deep Learning technique 
through three steps which achieves better prediction results 
when compared to other existing techniques.[7] Forecasting 
of a single household electricity consumption (load) would be 
very useful for home energy management systems. However, 
the load forecasting of a single household is challenging due 
to the unpredictability of the individual household 
consumption behaviour. In this paper, a consumption 
scenario-based probabilistic load forecasting (PLF) method is 
developed. An energy consumption scenario analysis is 
proposed to compute the probability of occurrence of each 
consumption scenario of an individual household at any future 
time horizon. Then, the analysed results are integrated with 
PLF algorithms to provide the load forecasting of an 
individual household. Case studies are conducted to compare 
the performance of three conventional PLF algorithms and the 
performance of these three algorithms integrating with 
consumption scenario analysis. Results show that the 
proposed method outperforms the conventional PLF 
methods.[8] Load forecasting at the household level is 
challenging because the electricity consumption behavior can 
be much more variable than those at aggregate levels. The 
introduction of Advanced Metering Infrastructure (AMI) 
systems has helped to better forecast the load of an individual 
household. Since smart meter data is streaming data and there 
is a need to deal with a massive amount of such data in a real-
time fashion, an efficient and fast framework to handle this 
challenge is required. Deep neural networks like Long Short-
Term Memory (LSTM) can be used for this purpose but they 
take a long time to train. In this paper a novel k-nearest meter-
based Echo State Network (ESN) is proposed and 
experimental results demonstrate that it is a more suitable 
candidate for load forecasting, since it is much easier to train 
and has a great deal of accuracy. The model is compared with 
other time series models like Persistent (PM) and Vector 
Autoregression (VAR), as well as deep learning models like 

multi-layer perceptron (MLP), LSTM and a combination of 
convolutional neural network (CNN) and LSTM (CNN-
LSTM). The results show that the proposed model has a 
significant improvement over all other models on a dataset 
spanning 4 months, along with a significant reduction in 
training time compared primarily to deep learning models.[9] 
Efficient load forecasting is needed to ensure better 
observability in the distribution networks, whereas such 
forecasting is made possible by an increasing number of smart 
meter installations. Because distribution networks include a 
large amount of different loads at various aggregation levels, 
such as individual consumers, transformer stations and feeders 
loads, it is impractical to develop individual (or so-called 
local) forecasting models for each load separately. 
Furthermore, such local models ignore the strong 
dependencies between different loads that might be present 
due to their spatial proximity and the characteristics of the 
distribution network. To address these issues, this paper 
proposes a global modeling approach based on deep learning 
for efficient forecasting of a large number of loads in 
distribution networks. In this way, the computational burden 
of training a large amount of local forecasting models can be 
largely reduced, and the cross-series information shared 
among different loads can be utilized. Additionally, an 
unsupervised localization mechanism and optimal ensemble 
construction strategy are also proposed to localize/personalize 
the forecasting model to different groups of loads and to 
improve the forecasting accuracy further. Comprehensive 
experiments are conducted on real-world smart meter data to 
demonstrate the superiority of the proposed approach 
compared to competing methods.[10] Due to the improvement 
of population quality of life over the world and the following 
increase of energy demand in particularly the electricity, it has 
become necessary to follow the evolution of its consumption. 
Electricity consumption forecasting is considered as key 
factor in a process of improving energy efficiency, controlling 
consumption and reducing costs. The main objective of this 
paper consist to propose a forecast model for household 
electricity consumption using XGBoost regressor applied on 
a dataset which contains data collected from a house situated 
in Sceaux (Paris, France) between December 2006 and 
November 2010. The experimental results show that the 
proposed model achieved a higher performance for 
forecasting periods, particularly, in hourly and daily 
granularities in terms of RMSE and MAEP. 

 

III. PROPOSED WORK 
The approach suggested in this work anticipates each 

home monthly power use one year in advance, needing only 
historical data from the preceding year, at least from one 
month. Forecasting electricity consumption is a broad field of 
study. It is divided into two dimensions: horizon and spatial 
granularity. The horizon is the predicted amount of time in the 
future. It might range from a few hours to several years. The 
spatial granularity is a geographical specification, i.e., 
consumption of a single appliance or consumption of a whole 
nation. The sample rate is another important element. SVM ( 
support vector machine ) algorithm is implemented for 
forecasting voltage and current characteristics of the system.   

Support Vector Machines (SVMs) are primarily used for 
classification tasks, but they can be extended for regression 
purposes. In the context of predicting power consumption, 
you'd use SVM regression. The SVM is a supervised learning 
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algorithm which can solve the problems of small sample, non-
linearity, and high latitude and is more efficient in solving 
pattern recognition and regression problems. Therefore, it has 
been widely used in short-term load forecasting. 

SVR is an implementation of SVM to predict the 
continuous-valued output. In SVR, we use the margin the 
same as SVM. This margin around the target hyperplane 
signifies the amount of error that is tolerable in prediction The 
noninvasive load monitoring with household applications is 
implemented for power consumption system  One-minute data 
from six commonly used household appliances (rice cooker, 
LED lamp, CFL lamp, water heater, fridge, and ceiling fan) 
are collected using the DAS 

HOUSEHOLD DATA  

The sampling frequency of the data acquisition system is 
1 Hz (1 data/second). To incorporate the variability of the 
supply voltage, data from each appliance are collected at 
different voltages from 210 to 240 V with a 2 V increment per 
step. This voltage range (210 – 240 V) is selected because the 
supply voltage to the residence usually remains within this 
range. The voltages are changed using a single-phase 
autotransformer (3 kVA, 0 - 250 V, 50 Hz) Therefore, the data 
length is 60 × 16 = 960 for each appliance for sixteen different 
voltage levels. During data collection regulator of the ceiling 
fan was fixed to a particular position. The effect of voltage 
variability is shown in Fig. 3, which shows the change of 
power consumption of LED, CFL, water heater (WH), and 
rice cooker (RC) with a change in supply voltage ranging from 
221 to 229 V, and it is found that there exists a significant 
difference in power consumption for resistive loads e.g. RC 
and WH while a negligible effect for non-resistive loads for 
instance CFL and LED. For instance, at 221 V, RC and WH’s 
power consumption is 975 W and 678.4 W, respectively. 
While the power consumption of RC and WH are 1015W and 
728 W, respectively, at 229 V. The power consumption 
difference of 40 W and 49.6 W have been observed for RC 
and WH, respectively, by changing supply voltages. The 
combined power difference of RC and WH is 89.6 W, which 
is between the fridge’s power rating (100 W) and the ceiling 
fan (80 W). Thus, the supply voltage variation may negatively 
affect the load classification accuracy if it is not accounted for. 
For instance, at 229 V, only rice cooker may be misclassified 
as rice cooker plus LED or CFL as LED and CFL alone have 
power consumption near about 32 W 

 

SVM ALGORITHM: - 

Support Vector Machines (SVM) is a powerful supervised 
learning algorithm that can be used for both classification and 
regression tasks. It's particularly useful when dealing with 
high-dimensional data and complex relationships. For 
household power consumption prediction, SVM can be used 
in a regression context. The goal is to predict the power 
consumption of a household based on various features such as 
time of day, temperature, number of occupants, etc. 

DATA COLLECTION AND PREPROCESSING:- 

Gather historical data on household power consumption. 
This data should include the target variable (power 
consumption) and features like time, temperature, occupancy, 
etc. 

Preprocess the data. This may involve handling missing 
values, scaling numerical features, and encoding categorical 
variables. 

FEATURE EXTRACTION:- 

Identify relevant features that might affect power 
consumption. Consider creating new features or transforming 
existing ones (e.g., creating time-based features like hour of 
the day, day of the week). 

SPLIT DATA: - 

Split your dataset into training and testing sets. The 
training set is used to train the SVM model, while the testing 
set is used to evaluate its performance. 

SELECTING THE SVM KERNEL:- 

Choose an appropriate kernel function. For regression 
tasks, the Radial Basis Function (RBF) kernel is often a good 
choice. 

MODEL TRAINING:- 

Train the SVM regression model on the training data. The 
model will learn to predict power consumption based on the 
selected features. 

MODEL EVALUATION:- 

Use the testing set to evaluate the model's performance. 
Common regression metrics include Mean Absolute Error 
(MAE), Mean Squared Error (MSE), and R-squared (R2) 
score. 

HYPERPARAMETER TUNING:- 

Fine-tune hyperparameters like the regularization 
parameter (C) and the kernel parameters. This can be done 
using techniques like cross-validation. 

 PREDICTION AND DEPLOYMENT:- 

Once you're satisfied with the model's performance, you 
can deploy it to make real-time predictions. Remember that 
the effectiveness of SVM, like any machine learning 
algorithm, depends heavily on the quality of your data and 
feature engineering. Additionally, you may want to compare 
SVM with other regression algorithms like Random Forests or 
Gradient Boosting to see which performs best for your specific 
dataset. Lastly, keep in mind that this is a high-level overview. 
The actual implementation and fine-tuning will require 
programming and data science skills, as well as a good 
understanding of SVM and regression techniques. 

ADVANTAGE 

• Improved Accuracy 

• Scalability 

• Flexibility 

 

FUTURE FORECASTING  

DATA COLLECTION:- 

Gather historical data on power consumption for different 
appliances. This data should ideally cover a significant time 
period, including various seasons and usage patterns. 
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DATA PREPROCESSING:- 

Clean and preprocess the data. This may involve handling 
missing values, removing outliers, and normalizing the data. 

FEATURE SELECTION:- 

Identify relevant features that can impact power 
consumption. These may include variables like time of day, 
day of the week, weather conditions, and special occasions 
(e.g., holidays). 

TIME SERIES ANALYSIS:- 

Since power consumption data is often time-dependent, 
consider using time series analysis techniques. This might 
involve decomposing the time series, checking for 
seasonality, trends, and autocorrelation. 

MODEL SELECTION:- 

ARIMA (Autoregressive Integrated Moving Average): 
Good for stationary time series data. Exponential Smoothing 
(ETS): Suitable for data with trend and/or seasonality. 
Prophet: Developed by Facebook, designed for forecasting 
with daily observations that display trends and seasonality. 

MODEL TRAINING AND VALIDATION:- 

Split the data into training and validation sets. Train the 
model on the training data and validate its performance on the 
validation set. Adjust hyperparameters as needed. 

MODEL EVALUATION:- 

Use appropriate metrics to evaluate the performance of 
your model. For time series forecasting, common metrics 
include Mean Absolute Error (MAE), Mean Absolute 
Percentage Error (MAPE), and Root Mean Squared Error 
(RMSE). 

MODEL TESTING:- 

Once you are satisfied with the model's performance, you 
can apply it to forecast future power consumption. 

MONITORING AND UPDATING:- 

Continuously monitor the model's performance and update 
it as needed, especially if there are significant changes in 
usage patterns or external factors that affect power 
consumption. 

DEPLOYMENT:- 

Integrate the forecasting model future forecasting analysis 
the error accuracy.  

 

  

  

 

 

 

 

              Figure: future forecasting analysis  

          Here we describe the future forecasting of   household 
appliance and power consumption analysis the forecasting 
purpose Power consumption forecasting analysis involves 

predicting future energy usage based on historical data and 
relevant factors. Here are some steps you can take to conduct 
a power consumption forecasting analysis. 

DATA COLLECTION:- 

Gather historical data on power consumption. This data 
should include records of energy usage over a significant time 
period, preferably with a high temporal resolution (e.g., hourly 
or daily data points). 

DATA PREPROCESSING:- 

Clean and preprocess the data. This may involve handling 
missing values, removing outliers, and normalizing the data. 

EXPLORATORY DATA ANALYSIS (EDA):- 

Conduct exploratory data analysis to gain insights into the 
patterns and trends in the data. This may include visualizing 
the time series data, identifying seasonality, trends, and 
potential external factors that could influence power 
consumption. 

FEATURE SELECTION/ENGINEERING:- 

Identify relevant features that may impact power 
consumption. These can include variables like time of day, 
day of the week, weather conditions, occupancy, holidays, and 
special events. 

TIME SERIES ANALYSIS:- 

Apply time series analysis techniques to understand the 
underlying patterns in the data. This may involve 
decomposing the time series into its components (e.g., trend, 
seasonal, and residual components) using methods like 
moving averages, exponential smoothing, or Fourier 
transforms. 

MODEL SELECTION:- 

Choose an appropriate forecasting model based on the 
characteristics of the data. Common models for power 
consumption forecasting include: 

ARIMA (AutoRegressive+- Integrated Moving Average): 
Suitable for stationary time series data. Exponential 
Smoothing (ETS): Effective for data with trend and/or 
seasonality. Prophet: A forecasting tool developed by 
Facebook that handles daily observations with seasonality and 
trends. 

Machine Learning Models (e.g., Random Forest, Gradient 
Boosting): Can be used for more complex modeling and 
capturing non-linear relationships. 

MODEL TRAINING AND VALIDATION:- 

Split the data into training and validation sets. Train the 
chosen model on the training data and validate its performance 
on the validation set. Adjust hyperparameters as needed. 

MODEL EVALUATION:- 

Use appropriate metrics to evaluate the performance of 
your model. Common metrics include Mean Absolute Error 
(MAE), Mean Absolute Percentage Error (MAPE), Root 
Mean Squared Error (RMSE), and others. 
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MODEL TESTING:- 

Apply the trained model to forecast future power 
consumption. Compare the forecasted values with actual 
observations to assess the accuracy of the model. 

MONITORING AND UPDATING:- 

Continuously monitor the model's performance and update 
it as needed, especially if there are significant changes in 
usage patterns or external factors that affect power 
consumption. 

INCORPORATING EXTERNAL FACTORS:- 

Consider including external factors like weather forecasts, 
occupancy schedules, and other contextual information to 
improve the accuracy of the forecasts. 

REPORTING AND VISUALIZATION:- 

Present the forecasting results in a clear and 
understandable manner using visualizations and reports. This 
helps in communicating the findings to stakeholders. 
Remember that the success of your forecasting analysis will 
depend on the quality of the data, the appropriateness of the 
chosen model, and the incorporation of relevant features and 
external factors. Additionally, it's important to periodically re-
evaluate and update the forecasting model as conditions 
change over time. 

BLOCK DIAGRAM FOR PREDICTION:- 

 

 
 

In this above block diagram is describes the electricity 
power consumption for individual load power consumption  
dataset contains  electricity data voltage ,current ,power factor 
,power consumptions of individual electrical load in the home 
,first we need to load the data set then we need to preprocess 
the dataset  from this we can the preprocessed output ,we need 
the splitting the dataset using training and testing of dataset   
using machine learning models we need to load the model 
using model training of dataset ,after loading of dataset the 
input dataset the divided into two parts  and dividing using 
SVM (support vector machine algorithm) training of dataset 
,the individual load is going to on and off based on individual 
load we can analysis the power consumption of the system. 

 

IV. EXPERIMENTAL RESULTS 

 
Figure: voltage, current power, power factor, label 

The dataset contains the details about voltage, current 
,power ,power factor ,label is consider of input dataset UCI 
Machine Learning Repository: Dataset Name: Individual 
household electric power consumption Description: This 
dataset contains measurements of electric power consumption 
in one household with a one-minute sampling rate over a 
period of almost 4 years. Link: UCI Repository - Household 
Power Consumption. 

 

                Figure: Load Prediction and Accuracy 

 

After loading of dataset, we should preprocessing of dataset 
using null values removing  rows and column.    
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Figure:  Accuracy Graph 

 

 

 

Figure: Forecasting Power Consumption 

This is forecasting power consumption for 30 days for future 
forecasting power, power consumption of 30 days  for future  
forecasting  power consumption.  

 

V. CONCLUSION 
In conclusion, forecasting household electricity 

consumption requires collecting and analysing historical data 
on electricity usage, identifying factors that affect 
consumption, building a predictive model, testing the model, 
and refining it to improve its accuracy. By using this approach, 
homeowners can gain insights into their electricity 
consumption patterns, plan for energy-efficient upgrades, and 
adjust usage to save money on utility bills. It is important to 
note that forecasting electricity consumption is an ongoing 
process, and homeowners should regularly review and refine 
their models to account for changes in household behaviour 
and external factors that may affect energy usage, The power 
consumption of household appliances can vary widely 

depending on factors such as the type of appliance, its size, 
age, and usage patterns. Additionally, different regions may 
have variations in voltage and frequency, which can affect 
power consumption. 
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